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Abstract— In this study, we analyze formation control (for-
mation of a geometrical shape) of an autonomous multi-
robot system with the use of artificial potential functions and
Newton’s iteration. The method is independent of the low-level
vehicle dynamics of the robots and therefore it can be applied to
different type of robots. We also perform numerical simulations
to examine the performance of the method.

I. INTRODUCTION

Coordinated behavior can be seen in many organisms in

nature such as swarms of bacteria, flocks of birds, schools

of fish, colonies of ants or bees, etc. In such animal groups

usually there is no leader and the resulting coordinated

behavior is emergent or self-organizing. As a result of such

coordinated behavior complex tasks or structures can be per-

formed by local interactions of relatively simple individuals.

Inspired by the efficiency and success of such animal

groups recent robotics research has been focusing on multi-

agent systems or basically groups of autonomous mobile

agents (which could be ground, undersea, air, or space

vehicles/robots, mobile sensors etc.). Such systems are of

interest due to several inherent advantages: (i) Tasks may be

too complex or sometimes impossible for a single agent to

achieve; (ii) Performance of the system may be improved

by using multiple agents; (iii) The agents of a multi-agent

system may be easier to build, cheaper, more flexible, and

more fault tolerant than a single agent designed for each

separate complex task; (iv) The methods and algorithms

developed for cooperative mobile robotics can also be bene-

ficial in the problems of other sciences; especially for social

sciences including organization theory, economics, cognitive

psychology or life sciences like theoretical biology and

animal ethology [1].

Biologists have been studying swarms in nature in order

to construct mathematical models [2], [3], [4], [5] for swarm

aggregations and coordination. Inspired by these works, a

recent series of studies [6], [7], [8], [9], [10], [11], [12], [13]

has provided rigorous stability and convergence analysis of
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swarm aggregations. One of the early literature surveys on

the topic of multi-agent (multi-robot) systems is the study of

Mataric [14] in 1995. There are also some recent books [15],

[16] that may be useful references about the swarms in

nature and engineering applications that inspire from these

swarms. The references in [17], [18], [19], [20] are some

relevant books and special issues of journals that include the

recent studies on the swarm-robotics. In [21] the advantages

and some applications of swarm-robotics are presented and

principal definitions of some properties of these systems are

stated. One very recent survey that considers multi-agent

systems from the perspective of control engineering can be

found in [22].

Formation of geometric shapes with autonomous robots is

a particular type of the coordination problem of multi-agent

systems. There are different methods for providing formation

control. Most known of these methods are behavior based

methods [23], Lyapunov theory and functions based and/or

graph theory based methods [24], [25], [26], non-linear sys-

tem theory based methods [27], [28] and artificial potential

functions based methods [7], [29], [30], [31], [13], [32], [33],

[34], [35]. Artificial potential functions are used widely for

robot navigation and motion control [36], [37]. Another study

on navigation and path planning of robots using artificial

potentials is the work by Erkmen and her colleagues [38] in

which the authors developed a path planning algorithm for

an autonomous robot moving in an unknown environment. In

their work the obstacles were fixed and the certainty of the

knowledge the robot has about its environment is represented

with an entropy.

In this study we will show that formation control can be

achieved with the utilization of Erkmen’s method [38] with

some simple modifications. In particular, in this article for

each robot we define the rest of the robots as mobile targets

and generate the corresponding target function accordingly.

Then the robots plan their motion according to their time

varying target functions. We utilize Newton’s update rule

for uptating the positions of the robots.

The article is organized as follows. In Section II we

discuss the mathematical preliminaries and in particular the

Erkmen’s method [38] and the necessary modifications to the

method in order to fit it into the formation control problem. In

Section III we verify the effectiveness of the method through

numerical simulations. Then we conclude the article with

final remarks and mention some future directions.

II. MATHEMATICAL MODEL

In this section, we present the mathematical model con-

sidered by Erkmen [38] together with some modifications
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needed to utilize it for formation control of autonomous

robots. In the problem we consider here each robot’s ob-

jective is to achieve a previously given geometrical figure

or a formation pattern in coordination with the other robots.

The robots use a local planning strategy instead of a global

strategy. Since the method is iterative, the robot updates its

own motion plan at each step utilizing the new position

information of other robots.

In the Erkmen-Yeĝenoĝlu-Stephanou [38] method, artifi-

cial potential functions are used to define the positions of

the stationary targets and obstacles in the state space. These

functions are generated as discussed below. Let us define the

target function as

FA(X) =



















f1(x1, . . . , xn)
f2(x1, . . . , xn)

...

fn(x1, . . . , xn)



















= 0 (1)

Here X = [x1, . . . , xn]⊤ ∈ R
n is the position vector, n is

dimension of the position space and R
n denotes the n −

dimensional Euclidean space. Let us represent the set of

targets in the position space with

HA = {Zi ∈ R
n|i = 1, . . . ,m}

Here Zi denotes the position of the ith target and m is

the number of targets. For any given set of targets HA the

corresponding nonlinear target function FA(X) is defined

such that every Zi ∈ HA is a root of FA(X). The first

components of all Zi target vectors z1i’s are used to form

the function f1(x).

f1(x) = x1x2 −
[

x1P
m−1
2 (x1)

−(x1 − z11)(x1 − z12) . . . (x1 − z1m)
] (2)

Similarly the jth components of Zi vectors are used to create

the function fj(x). In other words, jth components of the

vectors Zi are taken into account such that the zeros of the

function fj(x) are given by
[

(z1(j−1), z1(j)), (z2(j−1), z2(j)), . . . , (zm(j−1), zm(j))
]

For example, let xj = P (xj−1) to be a (m − 1)’th order

polynomial. In this case

fj = xj − P (xj−1), j = 2, . . . , n,

verifies the required zeros and the target function constructed

this way can be written as,

FA(X) =



















x1x2 − Pm
1 (x1)

x2 − Pm−1
2 (x1)
...

xn − Pm−1
n (xn−1)



















= 0 (3)

This target function is an artificial potential function that has

zeros at the target points. For better understanding of this

method let us give a numerical example. Let the dimension

of the space be n = 2, the number of targets be m = 3 and

the positions of the targets be given as Z1 = [1, 1], Z2 =

[2, 3], Z3 = [3, 8]. In this case P2 becomes a second order

polynomial in the form of

P2 = c1(x1 − z11)(x1 − z12) + c2(x1 − z12)(x1 − z13)
+ c3(x1 − z11)(x1 − z13)

(4)

and P1 becomes a third order polynomial in the form of

P1 = x1P
m−1
2 (x1) − (x1 − z11)(x1 − z12)(x1 − z13) (5)

For the values of Z1, Z2 and Z3 above we have

P2 = c1(x1 − 1)(x1 − 2) + c2(x1 − 2)(x1 − 3)

+c3(x1 − 1)(x1 − 3) (6)

Our objective is to construct P2 such that (x2−P2) has zeros

at Z1, Z2, and Z3. Solving the equations (4) and (5), we get

coefficients c1 = 4, c2 = 0.5, and c3 = −3 which result at

the desired zeros. Then, by inserting P2 into P1 and for the

above values of Z1, Z2 and Z3 we have

P1 = x1P2 − (x1 − 1)(x1 − 2)(x1 − 3) (7)

and the corresponding target function FA(X) becomes

FA(X) =

{

x1x2 − (0.5x3
1 + 3.5x2

1 − 9x1 + 6)
x2 − 1.5x2

1 + 2.5x1 − 2

}

(8)

Thus the target function FA(X) has its zeros at Z1, Z2,

and Z3. Next step after constructing target function FA(X)
is to solve the equation FA(X) = 0 by iterative methods.

This will lead to a step by step motion towards the targets.

As in [38] we use Newton-Raphson iteration method for this

purpose.

Let the location of the robot at the k’th step be given by

X(k) and updated based on the Newton’s method

X(k + 1) = X(k) + A(k) (9)

where the step vector is given by

A(k) = −
[

∇FA(X(k))
]−1

FA(X(k)). (10)

Our objective is to force the robots to form a geometric

shape using the above method. Given any initial positions and

any desired geometrical formation the robots should locate

themselves to the desired inter-robot distances so as to form

the desired geometrical shape. With this objective in mind

we define the target set for each robot as the set of points that

consists of the points defined at the desired distances from

the other robots. For instance assume that there are three

robots which are required to form an equilateral triangle with

edge lengths d as shown in Figure 1.

For this case there exist two non-stationary (moving) target

points for each robot at each step and these target points are

on the lines that connect the robot to the other robots and at

a distance d from the these robots (Figure 2). For example

for the robot in the lower left corner in Figure 2 the target

set consists of the points labelled by stars. Note that at each

step -after the motion of robots- the positions of these points

change and therefore, the target sets will be time-varying and

need to be updated.
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Fig. 1. The equilateral triangle that the robots should form.
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Fig. 2. The positions of the targets for each robot.

Let the number of robots in a robot group/swarm be

N and the i’th robot’s target set is shown with Hi
A. It is

obvious that there is N − 1 number of target points in the

set Hi
A. These targets are defined by the robot’s desired

distance to the other robots in the desired formation, dij .

(It is possible to define a unique formation by using graph-

theoretic concepts and choosing less number of targets, but

in this work for simplicity we assume that the graph is

complete. The procedure should work for such cases as well.)

To obtain the desired formation we can use two different

approaches and these can be described as follows.

• Each robot (indexed by i) is directly generating a target

function F i
A using the set Hi

A and deciding the step-size

according to the equation

Ai(k) = −
[

∇F i
A(Xi(k))

]−1

F i
A(Xi(k)) (11)

where Xi(k) is the position of agent i at step k.

• Each robot (indexed by i) is generating a different

potential function F
ij
A for the j’th robot (j 6= i) instead

of a single target function F i
A that covers all of the

targets. Then the target set of robot i becomes

Hi
A =

⋃

j=1,...N,j 6=i

H
ij
A ,

where H
ij
A is the target set for robot i based on only

robot j 6= i. Then robot i generates a target function F
ij
A

according to each H
ij
A and defines its step according to

the equation

Ai(k) = −
N

∑

j=1,j 6=i

[

∇F
ij
A (Xi(k))

]−1

F
ij
A (Xi(k)).

(12)

For the first case we need a total of N potential functions

for N robots, whereas in the second case we need N ×(N −
1) potential functions for N robots. In the second method

there are more potential functions to be calculated. However,

in the first case, since the number of the targets for given

potential is higher the polynomials in the potential function

are of higher orders/degrees, whereas in the second case the

polynomials are only of first order. In this study, we used

the second choice and developed one target function for each

target instead of a single target function for all of the targets.

This results in significant decrease in complexity.

In this case, for each robot i we have N − 1 number

of target sets H
ij
A and equivalently for each of them there

exists corresponding target function F
ij
A . The P1 and P2

polynomials that are used to form the target function are

simplified significantly. In particular, the P2 polynomial

becomes a constant number and the P1 polynomial turns

into a first order polynomial. Let the j’th target set (due to

the j’th robot) for the i’th robot j 6= i be

H
ij
A = {Zij ∈ R

n}

where Zij =
[

z
ij
1 , z

ij
2 , ..., zij

n

]⊤

. Note once more that Zij is

not the position of robot j 6= i. t is the target point on the

line connecting the positions of robots i and j on a desired

distance dij from robot j (the distance d for the case in

Figure 2. Then the corresponding polynomials become

Pl = z
ij
l , l = 2, . . . , n,

and

P1 = x1z
ij
2 − (x1 − z

ij
1 )

and the corresponding target function given by

FA(X) =



















x1x2 − x1z
ij
2 + (x1 − z

ij
1 )

x2 − z
ij
2

...

xn − zij
n



















= 0 (13)

is obtained. Although both methods seem very similar, the

second method is more advantageous when the number of

the robots increases.

Considering the second method, as stated above given, N

agents at each step k, each robot generates N −1 number of

target sets H
ij
A , j = 1, . . . , N, j 6= i and the corresponding

potential/target functions F
ij
A (Xi(k)), j = 1, . . . , N, j 6= i.

Each robot determines its step size according to the relative

difference

Ai(k) =

N
∑

j=1,j 6=k

Aij(k)
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where we defined

Aij(k) = −
[

∇F
ij
A (Xi(k))

]−1

F
ij
A (Xi(k)). (14)

In some situations robot’s step size can be large due to

the large relative difference between the agents and this may

lead to convergence problems. Therefore, to reach the target

or to achieve the desired formation some limitations should

be applied on the relative difference obtained as the output

of the Newton iteration. For this purpose, let us define the

next position of the robot as

Xi(k + 1) = Xi(k) + λ∆Xi(k) (15)

where λ > 0 is the step size to be determined by the designer

and ∆Xi(k) is the unit step vector determining the direction

of motion and calculated as

∆Xi(k) =
Ai(k)

‖Ai(k)‖ . (16)

The size of the difference or step size λ > 0 should be set

adequately for a successful formation. Furthermore, robots

should give more weight to the target/robot that is closer to

itself while locating its next position. For this, the update

difference should be inversely proportional with ‖Aij(k)‖.

This condition can be achieved by choosing the step vector

as

Ai(k) =

N
∑

j=1,j 6=i

Aij(k)

‖Aij(k)‖2
, (17)

Now, let us define the position error as

ξij(k) = |δij(k) − dij | (18)

where δij(k) = ‖Xi(k) − Xj(k)‖ is the present distance

between robots i and j, and dij is the desired distance

between robots i and j.

To avoid sub-groupings problems in the swarm we choose

the robots with higher position errors, ξij(k), to contribute

more than the relatively accurately positioned ones. In our

simulations we observed that by giving higher importance to

the farther ones to the desired position, robots converge to the

desired formation much faster. Therefore, the final constraint

becomes

Ai(k) =

N
∑

j=1,j 6=i

ξij(k) × Aij(k)

‖Aij(k)‖2
, (19)

which together with (12) and (13) we utilized in the simu-

lations below.

Since the method we consider here is discrete, once the

robots achieve the formation they start to oscillate around

their target point with a deviation that almost equals to step

size. By implementing step size as adaptive, this problem can

be avoided. One possible straightforward implementation of

adaptive step size could be as follows.

Adaptive Step Size: For each agent i,

if |ξij(k)| < 2λi for all j 6= i then λi =
λi

2
.

This results in a decrease of the amplitude of the oscillations

and closer convergence to the target points.

Finally, we would like to state that the method we de-

scribed may suffer from the local minima problem present

in the potential function based approaches and convergence

can only be guaranteed locally.

III. SIMULATION RESULTS

In this section we present numerical simulation results in

order to test the effectiveness and viability of the proposed

method. In the simulations we used N = 6 agents and the

step size is λ = 0.01. Two types of formation problems are

taken into account: equilateral triangle and parallelogram.

For the equilateral triangle, the desired length of edges is

d = 6. Therefore, depending on the relative positions in the

triangle, the distances between robots should be 3, 6 and

3
√

3 to form the equilateral triangle.

Figure 3 shows the trajectories of the robots during the

simulation for the equilateral triangle formation. The initial

−20 −15 −10 −5 0 5 10
−15

−10

−5

0

5

10

X1

X
2

The Paths of the Robots

Fig. 3. The paths of the robots for the Equilateral Triangle formation.

positions of the agents were chosen randomly for this simu-

lation. The figure reveals that the robots arrange themselves

in the desired formation as predicted by the theory. Final

positions of the agents - at the end of the simulation with

1400 steps - is shown in Figure 4.

Figure 5, shows the inter-agent distances with respect to

time. As seen in this figure, agents converge to desired forma-

tion in about 400 steps. One important point to be mentioned

is that, the inter-agent distances do not converge smoothly

to the steady state values, there exist oscillations around the

desired values. We can clearly see the oscillations of the

inter-agent distances in Figure 6 which presents the zoomed

portion of Figure 5. Distances oscillate around 6 and 3
√

3.

The oscillations are caused by the discrete time modeling of

the proposed method. Robots perform oscillations around the

corresponding target point, when their distance to the target

point is smaller than the two times the step size. Figure 7

shows the inter-agent distances with respect to time with the
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Fig. 4. Final positions of robots for the Equilateral Triangle formation.
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Fig. 5. Distances between robots for the Equilateral Triangle formation.

addition of adaptive step size. Recall that for this case the

step size λ is halved once the distance of the robot to all the

target points is less than 2λ. Figure 8 is the zoomed version

of Figure 7 and note that the oscillations around the target

point are not present in this simulation.

The second illustrative example consists of the formation

of a parallelogram. In this formation, the desired inter-agent

distances are set to 3, 6, 3
√

2, and 3
√

5 respectively. Fig-

ure 9 shows the trajectories of the agents for random initial

positions. We used adaptive step size for this simulation.

It can be seen from the figure that the agents converge

to the desired formation as was the case in the previous

example. The final positions are shown in Figure 10. The

inter-agent distances are shown in Figure 11. The agents form

the parallelogram after around 1800 steps for this particular

simulation. Although it took longer time to form the paral-

lelogram (compared to the case of equilateral triangle) for

this particular simulation, this does not have to be always

the case. The convergence speed may depend also on the
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Fig. 6. Zoomed version of inter-agent distances.
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Fig. 7. Distances between robots for the Equilateral Triangle formation
with Adaptive Step Size.

initial configuration of the agents.

IV. CONCLUDING REMARKS

In this paper, we described a method for coordination

and formation control of multi-agent systems, by making

some modifications in the method of Erkmen, et al., which

was developed for robots’ motion planning. Note that here

the method is a high-level method which is not based on

any vehicle dynamics. The points generated by the method

are discrete points which on implementations on real robots

can be viewed as the way-points the robots have to move

to. Then, in each robot, there should be a low-level con-

trol algorithm that guarantees that the robot will move to

these (next) desired points in a finite time. The developed

method is based on artificial potential functions and Newton-

Raphson iteration, and since it is independent of low-level

dynamics of robots, it can be applied to different types

of vehicles. Future works may include the consideration of
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Fig. 8. Zoomed version of inter-agent distances with Adaptive Step Size.
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Fig. 9. The paths of the robots for the Parallelogram formation.
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Fig. 10. Final positions of the robots for the Parallelogram formation.
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Fig. 11. Distances between robots for the Parallelogram formation.

environmental conditions and obstacles and/or collision-free

navigation and formation maintenance during motion. Other

issues that could be considered are possible time delays and

uncertainties in the sensing of the position of the other robots

as well as asynchronous motion of the agents.
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